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Background

classification task
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e.g.   Medical text classification

labeling



Active Learning

Active Learning : actively select the most valuable samples for labeling
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● Goal:
○ reduce labeling costs
○ find more diverse data

● Weakness:
○ rely on the judgment of the classifier

● Issue:
○ whether the data found is helpful for model 

training



Challenge - bias
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● classifiers may not perform well for 

underrepresented classes in the data

○ category has less data

○ people of color have a high error rate

= 5

= 100%

imbalance

did’t learn diverse 
semantics

reason

training data

unlabel persons of color

● Hope to find more unlabeled data about 

people of color using active learning



Challenge - bias induction

● bias induction ：active learning can make bias worse

○ dataset bias

○ semantic bias
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model find uncertain data

women、Jews…

persons of color

Ideal: find more data

Reality: the model finds more data here

human annotator

● rely on the judgment of the classifier
● high probability of selecting 

unrepresentative samples
reason



Challenge - effective batch selection
when the batch size is larger, the bias becomes greater
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topN

random

cluster + topN

selected sample is not 
representative enough

find uncertain data

obtain annotations one by one

need to be done in batches
bias

goal : 

model

unrepresentative 
sample

find 300 data

N=50



D-CALM
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first clustering

second clustering Pick a representative sample from each group

pick unlabel data

Focus on categories with high error rates

pick unlabel data

pick unlabel data
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● Active learning - Query Strategy
● Query-Strategy

○ Least Confident
○ Smallest margin
○ Entropy

● Active Learning v.s. Clustering-based Active Learning
● Dynamic Cluster AL v.s. Clustering-based AL



Active learning - Query Strategy
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● how to pick？
● How many ways?



Query-Strategy - Least Confident

11

class A: 0.93
class B: 0.05
class C: 0.02

class A: 0.55
class B: 0.35
class C: 0.1

Confident uncertain

unlabel

unlabel



Query-Strategy - Smallest margin
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class A: 0.93
class B: 0.05
class C: 0.02

class A: 0.55
class B: 0.35
class C: 0.1

smallest margin uncertain
unlabel

unlabel



Query-Strategy - Entropy
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class A: 0.93
class B: 0.05
class C: 0.02

class A: 0.55
class B: 0.35
class C: 0.1

class A: -0.104
class B: -4.321
class C: -5.6438

class A: -0.8624
class B: -1.5145
class C: -3.3219

class A: -0.09672
class B: -0.21605
class C: -0.11287

class A: -0.47432
class B: -0.53007
class C: -0.33219

-(0.09672+0.21605+
0.11287) = -0.4256

-(0.47432+0.53007+
0.33219) = -1.33658

entropy uncertain
unlabel

unlabel



Active Learning v.s. Clustering-based Active Learning

14Active Learning Clustering-based Active Learning

diversitycluster strategy

strategy



Dynamic Cluster AL v.s. Clustering-based AL

15Clustering-based Active LearningDynamic Clustering Active Learning

strategy

clustercluster

strategydynamic cluster

N =10
m = 3

N =10
m = 3

allocate ratio



D-CALM
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● Dataset
● D-CALM v.s. Baseline with BERT
● D-CALM v.s. Baseline with SVM 



Dataset

● book title

● hatespeech

● emotion detection

● acceptable sentence

● tweets for hatespeech

● dialog act

● question

● snippets from IMDB 

reviews 
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count :         70%        :      10%      :      20%

unlabel   :    label      :   unlabel



D-CALM v.s. Baseline with BERT
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● Strategy : entropy● metric : F1-score



D-CALM v.s. Baseline with SVM 

20

learner: BERT

learner : SVM



D-CALM v.s. Baseline with SVM 
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● Strategy : entropy
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Conclusion

1. The model trained by DCALM can second clustering the unlabeled data through the error rate, 

reduce the bias against underrepresented groups in the unlabeled data.

2. DCALM improvements are model-independent
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